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Monolith to Microservices to save the souls! 
Microservice Envy -> Netflix6



“We need microservices”
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Crash and burn -> Distributed computing10

Microservices 

Distributed Computing





Allowing resilience != Assuring resilience

Fault tolerance promise
of MicroServices
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Requirements
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Problem: Thread Starvation

Threadpool



Solution: Bulkhead Pattern

Threadpool Threadpool Threadpool
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Build it yourself? -> question audience





Netflix Hystrix

Latency and

Fault Tolerance Library
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Demo
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Netflix Archaius

Configuration

Management Library



Configuration Management 
with Archaius

Dynamic, Typed Properties

Polling Framework

Callback Mechanism

JMX MBean for access through Jconsole

Most Netflix Libraries use Archaius



Connection Mechanisms
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Crash and burn -> Distributed computing32

Where is *SERVICE*?!



Netflix Eureka

Service Registry



Service Discovery Using Eureka

Eureka is a REST based service

Clusterable

Metadata per Instance

Healthchecks
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Gateway example slide



Netflix Zuul

Gateway Service







Zuul and Friends

Hystrix for Metrics

Eureka for Instance Discovery

Ribbon for Routing

Archaius for real-time configuration

Astyanax for filter persistence in Cassandra



“Boot”-strap your Netflix OSS
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Conclusion
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