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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upon
in making purchasing decisions. The development, release, timing, and pricing of any
features or functionality described for Oracle’s products may change and remains at the
sole discretion of Oracle Corporation.

ORACLE
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Agenda

* Concepts: Monolithic vs. Microservices, Containers, Kubernetes
* Trends: Automation, APIs, Cloud
* Building Java apps on Oracle Developer Cloud

* Running Java apps on OCI Container Clusters

* Demo

ORACLE
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7 _AND MONOLITHIC '\

RULED THE EARTH!

WELCOME TO AN ANCIENT TIME, LONG LONG
AGO, WHEN WEDGE SNEAKERS WERE POPULAR, GAME
OF THRONES WAS, LIKE, ON SEASON TWO—

APPLICATIONS
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Source: https://cloud.google.com/kubernetes-engine/kubernetes-comic/
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Horizontally Tiered Enterprises == Horizontally Tiered Apps
Conway’s Law: Software reflects the structure of the organization that produced it

Typical Enterprise Organization Structure Resulting Software

User Interface

Head of IT

Head of Head of
Operatlons Development

Application

Infrastructure

Multitier (Monolith) Architecture

ORACLE
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7

MONOLITHS HAD IMPRESSIVE
FEATURE SETS, BUT TOO
MANY INTERDEPENDENT
PARTS, SO INTEGRATION
AND DEPLOYMENT WERE

A NIGHTMARE.
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BY CHOPPING THEM INTO INDIVIDUAL
PROCESSES, THOUGH, WE'VE LEARNED TO BRING
THESE MONSTERS UNDER CONTROL!

)

Source: https://cloud.google.com/kubernetes-engine/kubernetes-comic/
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Re-structure Your Organization — Put Conway’s Law to Work
Build small product-focused teams — strict one team to one service mapping

DevOps Organization Structure Resulting Software
“Product
- em
Decic —W

r Manager } = { Developer

1 — | |b
Developer Sys Admin I NoSQL Admin || Graphic Artist

‘ torae
Developer Admin

Application Application

DE 1 do] (] DE 1 {o] (]

|

Application Application

Datastore Datastore

(Micro)Services Architecture

ORACLE
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Monolith vs. Microservices JavaCro]9)

Microservices

ORACLE
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Example:

A Core Banking
Application

276 vCPUs/1496 GB of
(Linux) virtual machines

128 vCPUs of Oracle DB

Is it Monolithic
or (Micro)services?

ORACLE
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Modern Development in Context

JavaCro19)

The Last 15 Years has been about driving increased development velocity

(o o] o o DI
Release
] e o o 000000
Yearly/Quarterly Monthly/Weekly Daily/Hourly
m-m
1 =11 csee (oo os| eees
Infra m-m
Few servers VM'’S Containers
C
VRN
‘ 2xDB APP B\ /A
App
Single app Multi tier Microservices
Waterfall DevOps Continuous
Delivery
2000 2008+ 2016+
[H/heroku %" amazon Core0S
Simple deployment A '”"Wg &roocker © core0
model. 2 Jenkins
fwgg @ CHEF A lsues

ORACLE
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How do we treat the application infrastructure JavaCro]9)

Cattle vs Pets
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Virtual Machines vs. Containers

(

VMs <
Guest OS Guest OS Guest OS

Hypervisor

Host Operating System

Infrastructure

OB S

Virtual Machines
e Each virtual machine (VM)
includes the app, the
necessary binaries and
libraries and an entire guest

JavaCro19)

App 1
Bins/Libs

Containers

Bins/Libs

Sveos [ e

Docker Engine
Operating System

Infrastructure
(= ]
OB O

Containers

operating system

ORACLE

e Containers include the app & all of its dependencies,
but share the kernel with other containers.

® Run as anisolated process in userspace on the host OS

e Not tied to any specific infrastructure — containers run
on any computer, infrastructure and cloud.
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How do you manage all these running containers on a single
host, and, more importantly, across your whole infrastructure?

Linux Operating System é

Linux Operating System é

Orchestrator Features

ORACLE

Provision hosts
Instantiate containers on a host
Restart failing containers

kubernetes

Expose required containers as services outside the cluster

Scale up or down the cluster

Copyright © 2017, Oracle and/or its affiliates. All rights reserve
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Kubernetes JavaCro’19)
Architecture

Work Node

kubelet kube-proxy Internet

Master Node

The API Server

kubeconfig / !\

Scheduler Controller

i Manager

container container
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Kubernetes — In Motion JavaCrol19)

d deployCheddar.YAML Control Plane [Master Node(s)] Worker Node
kin kind: Deployment
api apiVersion: extensions/vlbetal
met] metadata: > Q kube- >
n name: cheddar apiserver
1 labels:

app: cheese

———w| jm——._Cheese: cheddar __________
I spd : spec: 1
1 1 replicas: 2 1

l""s ---3(—:-13&0-1:-:--------_______'

matchLabels:
app: cheese
task: cheddar
s template:
metadata:
labels:
app: cheese
task: cheddar
version: v0.0.1
spec:
containers:
- name: cheese
image: errm/cheese:cheddar
ports:
- containerPort: 80

Worker Node

Worker Node

Kubernetes Cluster

ORACLE
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What are Container Native Applications?

JavaCrol9)

Software that treats the container as the
first-class unit of infrastructure

Software that does not just “happen to
work” in, on or around containers, but containar
rather is purposefully designed for

containers G

o ¢ O ¢
Represents a paradigm shift that enables ...".. ...".. ..."..

microservices and serverless Enable Enterprise IT to manage containers, not just VMs
architectures

Actually...l need
toruna

| need
toruna
Create| container

ERVAY

No...I need
toruna
container

Create
ERVAY

Create
ERVAY

@ContainerXinc www.containerx.io

ORACLE

Copyright © 2017, Oracle and/or its affiliates. All rights reserved.



JavaCro19)

Helidon.io >

Helidon MP

CDI JSON-P Sioug

Integrations

Helidon SE

Config Security

Netty

ORACLE
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Landscape >3

Full-Stack
@©) springBoot 4 Dropwizard
MicroProfile Based
& Open Liberty gf-af:wmm THORNTAIL % helidon MP
Microframeworks
@®javalin Spark n MICRON A g% helidon SE
sealle

Copyright © 2018, 2019 Oracle. All rights reserved.
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S% helidon SE 2% helidon MP

e Microframework e MicroProfile
e Functional style o Declarative style
e Reactive e CDI, JAX-RS, JSON-P

e Transparent

‘{l’-‘ PR
" D 2O
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Helidon SE P

Routing routing = Routing.builder()
.get("/hello", (req, res) -> res.send("Hello World"))
.build();

WebServer.create(routing)
.start();

Copyright © 2018, 2019 Oracle. All rights reserved.
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Helidon MP 2

@Path("hello")
@ApplicationScoped
public class HelloWorld {
@GET
public String hello() {
return "Hello World";

java -cp ... io.helidon.microprofile.server.Main

ORACLE
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Generate The Project JavaCrol9)

mvn archetype:generate
-DinteractiveMode=false \
-DarchetypeGroupld=io.helidon.archetypes \
-DarchetypeArtifactId=helidon-quickstart-mp \
-DarchetypeVersion=1.0.3 \
-DgroupIlId=io.helidon.examples \
-DartifactId=helidon-quickstart-mp \
-Dpackage=i10.helidon.examples.quickstart.mp

ORACLE
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Distributed Computing Java Crol9 )

* Multi-master * Many Regions
* Many Data Centers * Global Server Load Balancing
* Many Fault Domains ¢ Replication

Cloud Native

A new style of architecture

Microservices
* Minimal Function * Polyglot
* Service Discovery e Choreography
e API-first * Loose Coupling
* as a Service
* Consume Infrastructure and * Auto-scaling
Software as a Service * Infinite Elasticity

* Fault Tolerant by Definition

Competency

DevOps
* Automated Provisioning
* Automated Setup

* Continuous Integration

Continuous Delivery
Automated Testing
Agile

Culture Change

ORACLE
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Cloud JavaCro19)

REST API

Past: Ops manually Today: Developers can provision
provisioned each layer entire stacks of hardware +
software through REST API

J

Application

Runtime -

Seed

Container

1

Operating System

Hypervisor

See|

Compute =

Storage

e
IIIIIIII

Network

|

ORACLE
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Cloud Native Landscape
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Oracle Cloud Infrastructure JavaCroE

Dedicated resources and Performance-first approach

 Non-oversubscription CPU and
network

« Single or multi-tenant with same
set of APIs

(I o) (lll ) (I o)
(I | ) (Il | ) [l | -]

Bare Metal Virtual Machines Containers Engineered Systems Any Middle-box IPS/IDS
] ] ] ] ]
Virtual Of\‘;thox Of\‘;'_BtOX Of\j-'Btox
Ir Ir Ir
Network

Physical
Network

 NVMe flash drives and super-fast
SSD block volumes

|~

* |OPS that scale linearly
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« Easier governance with
Compartments capabilities

Identity and Access Management

« First Enterprise SLAs (Availability,
Manageability, Performance)

Availability Domain 1 Availability Domain 2 Availability Domain 3

ORACLE
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OCI Container Engine for Kubernetes and Registry JavaCro19)

An Open, Fully-Managed Kubernetes Platform & Private Registry

CI/CD ‘ Build ’
system of AN

choice - ie ‘\/r\

Jenkins, Test §

Wercker, ..~ . :
erceer ! OCI Container Engine for
Oracle N Kubernetes

Developer Push

Cloud etc.

L

VCN

Exposed Kubernetes

Service
-~ 4mm

N
K8S Cluster

|
[ \ : ( Node Pool } I
Lo P LU WeUJU) ) el 1
Pods : II' Node Fo;/_‘l :
B L O L e = I %

ORACLE
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CI/CD with Oracle Wercker JavaCrol19)

Deploy to any orchestration tool on any laaS

N
- &3 GitHub
‘Q\’ {Code} 0 glt
=- E\/Iicrosoﬁ
© Bitbucket amazon a W Azure
: &g sita
J

ORACLE
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Wercker Architecture

Container
Registry

> Build farm
Community Private g
CLI Pipelines Pipelines Kubernetes

ORACLE
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Wercker features

C BUILD > -

Gradle
F o F o Y
- -
TEST
N
-
BUILD DEPLOY

ORACLE

JavaCro19)

Pipelines

Pipelines are a series of steps that are triggered on a git push or
the completion of another pipeline. Pipelines result in an
artefact and are executed inside containers.

Steps (pipelines consists of steps)

Isolated bash script or compiled binary for
accomplishing specific automation tasks.

They can be created from scratch or consumed from our
open steps marketplace.

Workflows (workflows consists of pipelines)

Workflows is a set of chained and branched pipelines that allow you to
form multi-stage, multi-branch complex ci/cd flows that take your project
from code to production.

Copyright © 2017, Oracle and/or its affiliates. All rights reserved. |



ORACLE' + wercker 0% Pipelines RN Steps store ) 0y

a mkratky / angular-node-creditscore ®

»>= Runs «2» Workflows £ Access <> Environment

Editor

Workflows are a way to manage automation pipelines.
You can use them to chain pipelines together and configure on which git branch they should run

deploy-to-oke () (+) o
rest-function... ® [::-I-:] o

[ =]

© build push-to-releases [



ORACLE +wercker ;93 Pipelines S Stepsstore D @

a mkratky / angular-node-creditscore ®

>= Runs «2» Workflows £ Access ¢> Environment

Application environment variables

Settings and passwords defined here will be available to all pipelines

Key Value
KUBERNETES_MASTER https://c3tkyrygvig.eu-frankfurt-1.clusters.oci.oraclecloud.com:6443 Delete
KUBERNETES_TOKEN Protected Delete
DOCKER_REGISTRY https://fra.ocir.io/v2 Delete

DOCKER_REPO fra.ocir.io/oraseemeaceeociworkshop/mkratky Delete



ORACLE + wercker 0% Pipelines P{f‘: Steps store

a mkratky / angular-node-creditscore @

»>= Runs “g» Workflows (e Access <> Environment

T P master build @ Actions Details

Author
mkratky

® ' build X push-to-releases docker push failed ® deploy-to
Branch

master

v rest-functional-test
Commit

#8%eb333

Created
3 days ago

Steps

Started
3 days ago

v/ getcode 1second =~

Duration

v/ setup environment 54 seconds ~~ 1 minute, 3 seconds

v/ wercker-init Oseconds ~~ Pipeline # Edit




CI/CD with Oracle Developer Cloud Service JavaCro9)

v
@

* Track Issues

Agile Project Management
Wikis

Git Repositories

Code Review

Build Frameworks

Orchestration and Dependencies

Build Reports and Notifications
Junit, Selenium, FindBugs
Deploy ‘e » QA Deployments
Package

* Create packages
ORACLE'

* Push to Docker Registry

Copyright © 2017, Oracle and/or its affiliates. All rights reserved. |



Demo

ORACLE
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Sample TODO application with Helidon JavaCro]3)

Zipkin

— Frontend — Helidon SE
Backend — Helidon MP

Casandra
/
\

Copyright © 2017, Oracle and/or its affiliates. All rights reserved. |

ORACLE



— ORACLE Developer Cloud Service ? @

Organization -

Project Home helidon-todo-app ~ | Git Search Gode o,
helidon-todo-app.git * P master v 17 Files Logs Refs Compare
Merge Requests Click to add description of this repository. Clone
[ |
[:] demo-backend Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
Mawven
|
[:] demo-frontend removed duplicate google login dependency | marek.kratky@oracle.com April 26, 2019 5:58 PM +0200
Docker
|
[:] etc Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
Rel —
[:] k8s Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
Builds . : . P
docker-composeyml  Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
Deployments kubescript.sh k8s/kls-deployment.yml | marek kratky@oracle.com April 26, 2019 7:07 PM +0200
ET . : : o
e pom.xml Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
= README.md Initial commit | Oracle Cloud Infrastructure Client April 26, 2019 5:32 PM +0200
+ File
Boards
README.md

Wiki

Snippets TODOS DemD Application

If you want to run behind a proxy, you need to configure the following in application.yaml of both services (find appropriate existing google-login provider configuration):

Project Administration

providers:
- google-login:

T i TR B p— L




Project Home he|id0n—t0d0—app ¥ ‘ Glt Search Gode Q

helidon-todo-app.git 4 Files Logs Refs Compare
Merge Requests ? b2e6fcad1fbf361aflefbdc5da0dctd1f1aTcd74 v |& < 2> ? £16439d75ae059c5f009f9942 2bc0fb01939eb28 v |k
marek.kratky@oracle.com April 26, 2019 5:57 PM +0200 - marek.kratky@oracle.com April 26, 2019 5:58 PM +0200
Maven . . .
P google login dependency b removed duplicate google login dependency
Docker Changed Files
Rele
_T.-. ¥ pom.xml -4 demo-frontend Eiltar C'\ .;51. -
Builds
T pom.xml -4 demo-frontend Hide 4
Deployments
<dependenciss»
<dependency>

<groupIld>io.helidon.security.providers</groupId:>
<artifactId>helidon-security-providers-google-login</artifactId>
</dependency>
<dependency>
<groupIld>io.helidon.common</groupId>
<artifactIdrhelidon-common</artifactId>
</dependency>

Environments

Boards

Wiki

Snippets

Project Administration




Crrganization

Project Home

derge Requests

Mawven

Docker

Releases

Deployments

Environments

Wik

Snippets

Project Administration

— ORACLE Developer Cloud Service

helidon-todo-app ~ | Builds

Build Queue

Mo build in progress

lobs Fipelines

—+ Create Pipeline

build-deploy

k8s-deployment

View Recent Build History

Job Statistics

B Successfu

® % X



Project Home helidon-todo-app ~ | Builds

Jobs Overview * build-push

Merge Requests Build Now Configure Disable Delete

. [ mur] [ —
Maven Job Details /e\ > — %
- (&)
No description available Changes Build Log  Git Log Audit
Docker
“
Releases Notifications m Off ~ E5 CCme
Builds Build Higtor}; Last | Successful | Unsuccessful | Failed | Test Failed | B(4ild Trend
By Status Build Started Duration Actions 8
Deployments
af= & #4 Apr 26, 2019 7:09 PM 1m5s B X 15
Environments (e & #3 Apr 26, 2019 6:14 PM 1ma6s B X ez
-.;_é B Canceled
(e & #£2 Apr 26, 2019 6:11 PM 1m16s B X = B Eailed
= Test Failed
(ix] V] #1 Apr 26, 2019 5:52 PM 49 B X o B Successful
8 06
Boards
02
Wiki
0.0

1 2 3 E
Snippets

Build Number

Project Administration

Test Result Trend




Organization

Project Home

Maven

Docker

Builds

Deployments

Environments

Boards

Wiki

Snippets

Project Administration

helidon-todo-app ~ |

lobs Owverview > build-push > Configure

Job Configuration

Builds

: Git Parameters Before Build Steps After Build
P
0 Configure Steps
Maven
Goals clean install
POM File | pom.xmil

P Advanced Maven Settings

Docker login

Docker logout will be performed automatically at the end of all build steps.

Registry Host
k4
Username
¥ p

orasesmeaceeociworkshop

--------

oraseemeaceecciworkshop

oraseemeaceecciworkshop/mkratky/helidon.demeos/fic/helidon/demo/helidon-todos-frontend

Cancel Save
Add Step -
4
s
»

v Link External Registry



kubernetes Q  Search TCREATE | &

= Discovery and load balancing > Services

Namespace Services =
default =
Name 3 Labels Cluster IP Internal endpoints External endpoints Age £
TR Q quickstart-mp app: quickstart-mp 10.96.1.82 gz:zt:::xggigﬁgp 5minutes :
Workloads . helidon-todos-frontend:8080 TCP .
- Q helidon-todos-frontend - 10.96.241.38 helidon-todos-frontend 30080 TP~ 2hours :
ron Jobs
. helidon-todos-backend:8854 TCP .
Daemon Sets Q helidon-todos-backend - 10.96.156.41 helidon-todos-backend: 30451 TCP - 2hours :
Deployments @ zivkin ] 10.96.14.89 ;:E::gggmgp 2hours :
Jobs :
i helidon-todos-cassandra:9042 TCP .
Pods Q helidon-todos-cassandra - 10.96.71.133 helidon-todos-cassandra:30621 TCP 2hours :
Replica Sets :
: Q app:atp? 1096.173.84 atp280 TCP 132.145.238.480 2 2 days :
_ atp2:30609 TCP
Replication Controllers
component: apiserver .
Stateful Sets @ fubernetes 10.96.0.1 kubernetes443 TCP - a month :

provider: kubernetes

Discovery and Load Balancing

Ingresses

Services
Config and Storage

Config Maps
Persistent Volume Claims

Secrets

Settings



Helidon TodoMVC  x RIJADLIEINGISS
@ localhost U+ Search £ IN @

Koupit dalnicni znamky
Vymena airbag smesi

Vymena oleje

3 items left

G Signed in



ervices - Kubern Helidon TodoMVC J- Zipkin - Traces

< c @ ® localhost:9411/zipkin/traces/3765d08cf32169be - U Search 2 IND =

Duration: Services: Depth: § Total Spans: [§ JSON &

Expand All | Collapse All

Services 43.985ms 87.969ms 131.954ms 175.938ms 219.923ms

(019.923ms : hitp request

todo:front - 216.831ms : todos.get-all
todo:front - 2.264ms : security.outbound

= todo:front - 212.764ms : jersey-client-call

= todoback - 0 O 191539ms : getio.helidon.demo todos.backend jaxrsbackendresource list
todocback - 60ys : content-read

= todoback . (0133.251ms : security .
todoback I40lms | Security.atz
todocback
todochack

128,565ms : googletokenverification

57.208ms : jaxrs:list
todoback 57.007ms : cassandralist

todocback

14415 : secul
todocback 838ps : con

todo:front - 1.224ms
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Oracle Cloud Dashboard/APIs

¢®e

Operate

Deploy e

C)R’ACI_E

* (Auto)Scaling

* Patching/Upgrade
* Auditing

* Logging
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Oracle Management Cloud

ovQ

END USER

EXPERIENCE

Real Users
Synthetic Users

APPLICATION

App metrics
Transactions

MIDDLE TIER

Server metrics

Diagnostics
Logs

DATATIER
Host metrics

Operate VM m‘etrics .

VIRTUALIZATION |L ’ Container metrics

TIER _II CONTAINER CMDB
Tickets Unified Platform
Alerts

INFRASTRUCTURE
TIER -

ANOMALY DETECTION CLUSTERING
PREDICTION CORRELATION

Deploy .e
| Package

ORACLE
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& APM - Troubleshooting Across The Stack JavaCro]9)

ORACLG: Management Cloud 4 Diagram MMetrics 00 Links =) ) callers g Database @ Instances

Application Performance Monitoring

— Server Request

4 IRideShare/checkout

Type SERVLET
AppServer oemwlssrv.oracleads.com:9001
Deployment RideShareEar ? N
REQUESTRESPONSE TIME TIER AVERAGE RESPONSE
463.81 s avg Max 923 ms External 1.88% ) AppServer 85.7%
A <1% prior Min 188 ms W Database 12.42%
ik View Related Logs
. :-'. ."3' P Li—.

Tier Time

Last Message AppServer §7.36%
Ajax Call: checkout Page: Shopping Cart has an average response time (over last hour) of T
2124.55 ms; it is greater than expected value of 20.0 ms.

Normal application behavior and expected component Application topologies and cross-tier dependencies are
and transaction performance are automatically learned by = automatically learned and kept up to date by Oracle
Oracle Management Cloud, ensuring intelligent alerting. Management Cloud, ensuring rapid troubleshooting.

ORACI_G Copyright © 2017, Oracle and/or its affiliates. All rights reserved. | 68




\ J/ '
s Java Flight Recorder & Mission Control JavaCro:)

‘ ‘o0 @ Oracle Java Mission Control

7 ovM Browser 3% Event Types = O web.1_2016.09.15.14.09_23 jfr 5 =

¥ Overview

» (= Flight Recorder

B ¥ (2> Java Application B Events @ Operative Interval: 1 min (all) Synchronize Selection

» (& Statistics
[ Allocation in new TLAB
Il Allocation outside TLAB General | 15/09/16 10:09:24 AM 16/09/16 10:10:24 AM
[ File Read P2
W File write
B Java Error @ Producers @
[ Java Exception
-Java Monitor Blocked Filter Column  Producer Show Only Operative Set
[[] Java Monitor Wait Producer Total Count
[l Java Thread End [ HotSpot JYM 2min 19 s 234 ms 67
[ Java Thread Park
[ Java Thread Sleep
[[] Java Thread Start
[l socket Read
[ socket write
» (= Java Virtual Machine
» (> Operating System
Threads
[f[e}
Event Types @
rd
Filter Column  Event Type ) Show Only Operative Set
Event Type Total Count
SIS [[] Java Monitor Wait 585991 ms 59
.Java Thread Sleep 1min20s
.Java Monitor Blocked 241 ms 916 ps 2
Events

kS OvarvianQLog‘ g Graph|.°Threads| % Stack Traces||]lHIswgrom‘
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Java applications on Oracle Cloud

£0
N
= G

Migrate Existing Apps to Cloud

 “rehosting” of existing
apps to cloud

* Cloud benefits

« Connect to other Cloud
services

ORACLE

Container Native App Development

 Born-in-the-cloud apps
 Broad technology choice
« Light-weight, microservices
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WebLogic Docker/Kubernetes Support

IS Grafana
O Prometheus

— Docker images, Dockerfiles, examples
— Helm charts to install the Operator
— Operator WebLogic best practices are

Operator

Monitor Orchestrate WebLdgic Manage
followed WebLogic Pods
— Create overall WeblLogic environment
through Kubernetes APIs T EXSINETT:

— Manage a WebLogic domain in
Docker image or PV/PVC

— Monitoring (MBean) metrics in
Prometheus and Grafana bermoies Clucier

— Logs managed in the Elasticsearch
and interacting with them in Kibana

ORACLE

https://blogs.oracle.com/weblogicserver/updated-weblogic-kubernetes-support-with-operator-20
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Evolution of Computing Abstractions

e Virtual Machines
* Abstract the hardware

e Containers
* Abstract the OS

e Serverless Functions

e Abstract the language runtime

ORACLE
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Fn—An open source Functions Platform

www.fnproject.io

Functions are packaged as containers—so
any container can be deployed as a function

ORACLE
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